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	1. Course title: Distributed systems, parallel programming

	
	

	2. Code: 
	3. Type (lecture, practice etc.): lecture, practice

	
	

	4. Contact hours: 1 hour lecture, 2 hours practice per week
	5. Number of credits (ECTS): 4

	
	

	6. Preliminary conditions (max. 3): 
· Methodology of programming I
· 

	
	

	7. Announced:  FORMCHECKBOX 
fall semester,  FORMCHECKBOX 
spring semester,  FORMCHECKBOX 
both 

	
	

	8. Limit for participants: 

	
	

	10. Responsible teacher (faculty, institute and department): 
Zaválnij Bogdán 
(Faculty of Sciences, Institute of Mathematics and Informatics, Department of Informatics)

	
	

	11. Teacher(s) and percentage: 
	Bogdan ZAVALNIJ 
	100 %

	
	
	

	
	
	

	
	
	

	
	
	

	
	

	12. Language: English

	
	

	13. Course objectives and/or learning outcomes:
This is an introductory course to the problem of distributed systems. It also gives an insight into the theory and practice of parallel programming.
After taking this course the students will:
know the architecture and management of distributed systems;
able to use the knowledge gained during their IT learnings in the special field of distributed systems. 


	
	

	14. Course outline
Architecture of parallel systems, problems:
· Instruction Level Parallelization, basics of SIMD and MIMD
· multichip, multiprocessor, multicomputer; parallel architectures
· management of caches, semaphores, master-slave parallelization
· synchronization of distributed systems (logical and physical clocks) 
Analysis of parallel algorithms – sorting on different SIMD and MIMD architectures
· enumeration sort
· sorting networks, odd-even sorting, biton sorting
· perfect shuffle
· quick sort on asynchronous systems
Practicle problems in parallelization
· shared variables, loop-splitting
· self-scheduling, block-scheduling
· dealing with dependencies
· solution of recurrence problems
· using cache effectively
Basics of openMP
· structure of openMP programs, basics of the language
· sample introductory programs, details of the language
· advanced programs, calculation of the number pi
· project: parallelization of the merging sort
Basics of MPI
· structure of MPI programs, basics of the language
· sample introductory programs, details of the language
· advanced programs, Monte-Carlo methods
· project: parallel sample sort


	
	

	15. Mid-semester works
Two mid term practical exams

	
	

	16. Course requirements and grading 
Mean value of the written final exam and the grade of the practice.


	
	

	17. List of readings
[1] Sima, D; Fountain, T.; Kacsuk, P. Advanced Computer Architectures – A Design Space Approach. Addison-Wesley, 1997
[2] Selim G. Akl: Parallel Sorting Algoritms, Academic Press 1985
[3] S. Brawer: Introduction to Parallel Programing, Academic Press, n.d.


	
	

	18. Recommended texts, further readings 
[1] Leslie Lamport: Time, Clocks, and the Ordering of Events in a Distributed System, Communications of the ACM, Vol. 21. 1978/7.

[2] Várady Géza, Zaválnij Bogdán.Introduction to MPI by examples. Budapest: Typotex Kiadó, 2013.
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�Ne (!) legyen itt megadva egyetlen magyar nyelvű forrás sem.





